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I work with the Desktop Performance team.
We find slow things and turn them into fast things.

Performance <3 data.
That's where Telemetry comes in.



Enter Telemetry

Firefox obtains (anonymous) metrics while browsing.
We receive several hundred gigabytes of these per day.

All that data is put together and made publicly available.
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Check out telemetry.mozilla.org!




Q. How often is Firefox the default browser?

The purpose of Telemetry is to answer questions.

H |St0g ra m DaSh boa rd V4 volution View Usage Tutorial &

BROWSER IS USER DEFAULT distribution for Firefox nightly 42, on any OS (57) any architecture (3) with any e10s setting (2) as
any process type (2) and compare by none

The result of the startup default deskiop browser check

1= sample value =2
BROWSER_IS_USER_DEFAULT: 2.64M samples (68.96%)

Histogram Type boolean
Metric Count  3.83M
Sample Count  3.83M

Sample Sum 2.64M
Number of dates 36
Selected Dates  2015/06/20 to
2015/08/03

A. 68.96% of our nightly users have
Firefox as their default browser.




Q. Does e10s make startup faster?

The dashboards on telemetry.mozilla.org
COver many comimon use cases.
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A. No, it's slightly slower.




Q. Which plugins tend to freeze the browser onload?

Better dashboards make it easier to
make data-driven decisions.

H Istog ra m D ash boa rd V4 Evolution View Usage Tutorial &

BLOCKED ON PLUGIN INSTANCE INIT MS distribution for Firefox nightly 42, on Windows any architecture (3) wi
any e10s setting (2) as any process type (2) and compare by none
) h 1 » New in an IPC plugin

Silverlight Plug-In5.1.40416.0 Shockwave Flash12.0.0.70

Shockwave Flash18.0.0.198 Shockwave Flash18.0.0.210

Key sorting: sort the key names in the graph titles by mean of medians from highest o lowest

A. Silverlight and Flash (is anyone surprised?)



Q. How has default-browser-ness changed over time?

There are also lots of other, more specialized
views available on telemetry.mozilla.org.

Evolution Dashboard

Mean BROWSER IS USER DEFAULT from nightly 30 to nightly 42 for Firefox on any OS (107) for any architecture (3
nnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnn wser check. (BROWSER_IS_USER_DEFAULT)

A. The fraction of nightly users with Firefox as their
default browser is consistently around 70%.




Telemetry.js

Can't answer your question with the dashboards?
Make your own with Telemetry.js!

Getting the overall median value of GC_MS on nightly 42 on Windows from July 19, 2015 to August 1, 2015:

Telemetry.init(function() {

API| Reference

Telemetry.init(function callback() { ... })

The library runs in the browser or in Node.js.
We also have an API!



I still have questions!

We've got you covered.
Let's say we have a more unusual request.

To what extent is start-up time correlated
to the current phase of the moon?

Follow along with the code on git.io/vOhTI.




Start your browsers...

For everything else, there's custom Telemetry analyses.

Telemetry Self-Serve Data Analysis Home Launch a Spark Cluster Schedule a Spark Job Launch a Worker Schedule a Job Contribute -

Self-Serve Data Analysis

Your one stop shop when the dashboards just don't cut it

Launch a Spark Cluster Schedule a Spark Job

Launch a Spark cluster in the cloud and use it for custom data analysis. The cluster will Run a Spark analysis on a scheduled basis. The output of the analysis will be published
be available for 24 hours, then it will be automatically terminated in Amazon 33

’b Launch an ad-hoc Spark cluster @

Launch a Worker Schedule a Job

Launch a server in the cloud and use it for custom map-reduce data analysis. The Run a map-reduce telemetry analysis on a scheduled basis. The output of the analysis
machine will be available for 24 hours, then it will be automatically terminated will be published in Amazon S3

Eo @

Head on over to telemetry-dash.mozilla.org!




Titles are hard

Let's write code instead:

Moon Phase Correlation Analysis

from moztelemetry import get_pings, get_pings_properties, get_one_ping_per_client

This Wikipedia € has a nice description of how to calculate the current phase of the moon. In code, that looks like this

per_synodic_month

def date_s
return at.d

So far, so good.



Let's get messy

Time to get ourselves some data!

Let's randomly sample 10% of pings for nightly submissions made from 2015-07-05 to 2015-08-05

pings = get pings(sc, app="Firefox", channel="nightly", submission date=("2@15@785", "281508885"), fraction=08.1, schema="v4"}

Extract the startup time metrics with their submission date and make sure we only consider one submission per user:

subset = get_pings_properties(pings, ["clientId", "meta/submissionDate"
subset = get_one_ping_per_client(subset)
cached subset.cache()

, payload/simpleMeasurements/firstPaint™])

Obtain an array of pairs, each containing the moon visibility and the startup time:
In [16]: pairs cached.map(lambda p: (approximate moon wvisibility(date string to date(p["meta/submissionDate"])), p["payload/simpleMeasur
pairs np.asarray(pairs.filter(lambda p: p[1] != None and p[1] < 1Pee8ee8e).collect())

3

This part takes about 10 minutes to run.

There's about 900k total unique users submitting
start-up time metrics in the specified period.




Show me the numbers!

Plots are a great way to check your answers:

Let's see what this data looks like:

figure(figsize=(15, 7))
.scatter(pairs.T[8], pairs.
.xlabel(" isibility r
.ylabel(

.show()
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The correlation coefficient is now easy to calculate:

In [128]: np.corrcoef(pairs.T)[@, 1]

OQut[19]: ©.0084898990901404008%




We see that the correlation is roughly 0.0005.

The moon does not have a significant
effect on Firefox start-up time.

(in the last month)
(on nightly)

(for now)



Telemetry Dashboards/Documentation
telemetry.mozilla.org

Telemetry Demystified
anthony-zhang.me/blog/telemetry-demystified

Custom Telemetry Analyses
telemetry-dash.mozilla.org

Performance Team @ Mozilla
wiki.mozilla.org/Performance

Example Analysis: Moon Phase Correlation
git.io/vOhTI

We're on Twitter too! @MozTelemetry
Also, #perf @ irc.mozilla.org.
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